Image Statistics and Contrast Enhancement


- mostly from Chapter 4. Data Models of “Schowengerdt, Remote Sensing Models and Methods for Image processing, Academic Press ”.  

1. Histogram

   Data measurement:

DNij : Pixel value at row i and j.


Histogram: Statistical distribution of image pixels in terms of the number of pixels at each DN. 
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where N is the total number of pixels in the image.

Unimodal : single peak

Bi, or multi-modal: two or more peak

Image histogram is a useful tool for contrast enhancement.

2. Normal (Gaussian) Distrubution 
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where 
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 is the mean value and 
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 is the standard deviation.
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3. Cumulative Histogram

· Useful for histogram equalization.
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· The cumulative histogram is the fraction of pixels in the image with a DN value less than or equal to the specified DN.

· Monotonic function of DN, since it can only increase.

· Asymptotic maximum for the cumulative histogram is one.
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4. Statistical Parameters


DN mean:
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The second approach weights each DN by the corresponding histogram value and sums the weighted DNs.


DN variance:
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DN standard deviation: 
[image: image11.wmf]s


Mode : DN at which the histogram is maximum


Median: DN which divides the histogram area in half.


Skewness: the higher order measure of asymmetry. Skewness is zero for any symmetric histogram. A histogram with a long tail towards larger DNs has a positive skewness, and this is typical of remote-sensing images.


Kurtosis: sharpness of the peak relative to a normal distribution. Kurtosis is zero for normal distribution. The peak is sharper than that of a Gaussian if a histogram has a positive kurtosis. A negative kurtosis means the peak is less sharp than that of a Gaussian.


Skewness and Kurtosis are quite sensitive to outliers, pixels with DNs far away from the majority distribution.

5. Multivariate Image Statistics


Data Measurement variable, DN becomes a measurement vector DN:





[image: image12.wmf][

]

T

pk

p

p

p

DN

DN

DN

......

2

1

=

DN



Histogram:
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Mean vector:
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<> expected value.




The mean in band k is then,
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Covariance matrix:
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where the covariance between bands m and n is
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- The covariance matrix is symmetric, i.e., 
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- diagonal element 
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 are variances of the distribution along each dimension. Always positive. 
- Off-diagonal can be negative. A negative covariance means that pixels with relatively low DNs in one band will have relatively high DNs in the other, and vice versa.
The significance of the off-diagonal terms of the covariance matrix may be better appreciated by defining the correlation matrix.

Correlation matrix:
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where the correlation coefficient between two bands m and n is defined as:
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i.e. the covariance between two bands.

- The diagonal terms, for which m equals n, are each normalized to one.

- 
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 value close to one or minus one imply a strong linear dependence between the data in the two dimensions

- 
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 value close to zero means that there is little dependence between the two dimensions.


K-dimensional normal (Gaussian) distribution:
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[image: image27]




Scatterplot, Scattergram
6. Statistical Measures of Image Quality

Contrast: various definitions
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· 
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 and 
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 may be inappropriate in some noisy images because one or two bad pixels could result in deceptively high contrast values. 
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is less affected.

· DN values here should be the value on display, not the original DNs of the image.

· The visual contrast also depends on psychological factor such as the spatial structure within the image, ambient viewing light level, and the display monitor characteristics.

Modulation
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SNR (Signal to Noise Ratio)
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7. Other Image Statistics Issues:



Geostatistics



Covariance and Semivariogram

8. Image Display



Computer display: 

Grey scale: 8bits/pixel 

RGB colour: 24bits/pixel



Grey Level (GL) and Look-Up-Table (LUT):




GL=LUTDN




GLrange=[0, 255] = [00, FF]



Three-dimensional column vector RGB




RGB=[GLR, GLG, GLB]T




HIS: Hue, Intensity Saturation

[image: image36.png]blue = (0,0,1)  cyan=(t
T

AR

magenta=(1,0,1)

|
i
0|

green=(0,1,0)

red=(1,0,0)  yello

A0y





 INCLUDEPICTURE "http://escience.anu.edu.au/lecture/cg/Color/Image/CSU-L-02_2.jpeg" \* MERGEFORMATINET [image: image37.jpg]Bue

Black

Graan





[image: image38.jpg]Value

HSV space
Hue

<.

Saratin

Lightnasa 'y





	silver 
 C0C0C0 
	gray 
808080
	maroon
800000
	green 
008000
	navy 
000080
	purple
800080
	olive 
808000
	teal 
008080

	white 
FFFFFF
	black 
000000
	red 
FF0000
	lime 
00FF00
	blue
0000FF
	magenta
FF00FF
	yellow 
FFFF00
	cyan 
00FFFF


[image: image39.png]Table 6.2 Conversion between RGB and HIS

From RGB to HIS From HIS to RGB

max(R,GB) if5=0, R=G=B=1
i£7=0;5=0, H=no color 570, X=H/10, h =floor(X) : truncated value
£1%0

i=min(R G B), §=(I+ )
r=(-R)-), g=( -G 4),
b=(-B)(I)

£R=1, H=10(b-g)

FG=1, H=102+r-b)

£8=1, H=10{+g-r)

P=I(1-5), Q=1(S-GFh)),
T=I(1-5(1-K+1))





9. Contrast Enhancement


Linear (Min-max)


Linear (Gaussian 95%) : mean – 2sigma ~ mean + 2sigma


Linear (Gaussian 98%) : mean – 3sigma ~ mean + 3sigma


Piecewise linear


Logarithmic


Inverse square


Square root

Histogram equalization: to make the slope of the cumulative histogram 1. use std and mean of DN value.
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