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1 INTRODUCTION 
 
In this course you will learn about a radar remote sensing technique called polarimetric 
interferometry [Cloude 1997,1998,2004, Papathanassiou 1998]. When used with an imaging 
synthetic aperture radar (SAR) system, it is usually termed Polarimetric Interferometric SAR or 
POLInSAR for short [Papathanassiou 2001]. POLInSAR has important applications in the remote 
measurement of vegetation properties such as forest height [Papathanassiou 2005] and biomass 
[Mette 2004] and developing future applications in agriculture [Williams 2005, Preiss 2005], 
snow/ice thickness monitoring [Dall 2003, Papathanssiou 2005] and urban height and structure 
applications [Schneider 2005]. As its name suggests, the technique combines two separate radar 
technologies, polarimetry and interferometry. The former involves switching the polarisation state 
of transmit and receive channels to measure differences in backscatter due to orientation, shape and 
material composition [Cloude 1996, Pottier 2005]. This leads ultimately to measurement of the 2x2 
complex scattering matrix [S], from which we can synthesise the response of the image pixel to 
arbitrary polarisation combinations. Such radars are termed S-matrix or Quadpol systems (since 
four complex channels are measured by the radar, usually all possible combinations of horizontal 
and vertical linear polarisations HH, HV, VH and VV respectively)  

On the other hand, radar interferometry [Bamler 1998] involves coherently combining 
signals from two separated spatial positions (defining the so called baseline of the interferometer) to 
extract a phase difference or interferogram. In radar this can be achieved in two main 
configurations, so called along-track interferometry, which involves time displacements between 
separated antennas along the flight direction of the platform leading to velocity estimation.  
Alternatively we can perform across-track interferometry, involving lateral separation of antennas 
and leading to spatial information relating to the elevation of the scatterer above a reference ground 
position. In POLInSAR interest centre mainly on across-track geometries but in principle it can be 
applied to along track configurations as well.  

POLInSAR differs from conventional interferometry in that it allows generation of 
interferograms for arbitrary transmit/receive polarisation pairs. It turns out that the phase of an 
interferogram changes with the choice of polarisation and consequently we can extract important 
bio and geophysical parameters by interpreting this change in the right way. We shall see that 
consequently the combination of interferometry with polarimetry is greater than the sum of its parts 
and that POLInSAR allows us to overcome severe limitations of both techniques when taken alone. 
This is especially true in the important area of remote sensing of vegetated land surface, where 
polarimetry suffers from the inherent high entropy problem [Cloude 1996] while standard 
interferometry remains underdetermined i.e. the interferogram depends on many possible physical 
effects, no one of which can be identified from the data itself [Treuhaft 1996, 2000]. POLInSAR 
offers a window on a new way to overcome these limitations. In this course we develop the theory 
step by step, illustrating each stage with processed data and allowing the user to repeat the 
processing stages  

The course begins with a review of the basis theory and notation before running through a 
12 step practical training course covering most of the major steps involved in processing and 
analysis of POLInSAR data. 
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2 BACKGROUND THEORY 
 
POLInSAR algorithms make use of signal coherence (or equivalently phase and local phase 
variance) rather than backscattered power [Zebker 1992, Hagberg 1995,Askne 1997, Touzi 1999]. 
For this reason we begin with a review of the techniques and problems associated with the 
estimation of coherence from radar data. We follow closely the approach developed in [Touzi 
1999]. Starting with any two co-registered single look complex (SLC) data channels s1 and s2 the 
coherence is formally defined as shown in equation 1 

                                                     ˜ γ = γeiφ =
E(s1s2

*)
E(s1s1

*). E(s2s2
*)

                                            - 1) 

 
where E(..) is the expected value and 0 ≤ γ ≤ 1. In practice the sample coherence is frequently used 
as a coherence estimate of 1, as shown in equation 2  

˜ δ = δeiχ =
s1is2i

*

i=1

L

∑

s1is1i
*

i=1

L

∑ . s2is2i
*

i=1

L

∑
                                                  - 2)  

 
where i is the sample number and we have only a finite number L independent signal measurements 
available. Equation 2 represents the maximum likelihood (ML) estimate of coherence and under 
some general statistical assumptions provides an estimate that is asymptotically unbiased. For 
jointly complex Gaussian processes (s1,s2) the probability density function (pdf) of δ can then be 
derived as a function of the true coherence value γ and  the number of samples L as shown in 3 
[Touzi 1999] 
 

p(δ γ) = 2(L −1)(1− γ 2)Lδ(1−δ2)L−2 F(L,L :1:δ2γ 2)                             - 3) 
 

where F is a special mathematical function called the hypergeometric function [Touzi 1999]. More 
significant for POLInSAR is estimation of the bias in the coherence magnitude, derived from 3 as 
the first moment of δ and shown in equation 4 
 

                                  E(δ) =
Γ(L)Γ(1+ 1

2)

Γ(L + 1
2) 3 F2(3/2,L,L;L + 1

2;1;δ 2)(1−δ 2)L                        - 4) 

 
where pFq is the generalised hypergeometric function. The behaviour of this function can also be 
obtained through straightforward numerical simulation of Gaussian distributed signals (so avoiding 
the need to calculate pFq), shown for example in figure 1. Here we see that the estimate is 
consistently biased towards higher values (in the extreme case of 1–look estimation the coherence 
estimate is equal to unity and so always overestimated). However, importantly for us, the bias 
decreases with increasing number of independent samples L and with increasing underlying 
coherence γ. 

A second important consequence of equation 3 is estimation of the variance of the sample 
coherence magnitude. This is required to assess the precision of parameters estimated from the 
coherence and impacts on the accuracy of derived products such as vegetation height. The most 
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accurate way to estimate this variance is as shown in equation 5. Note that the second term can be 
estimated from equation 3 while the first is shown in equation 6 
 

var(δ) = E(δ 2) − E δ( )2                          var(δ) = E δ 2( )− E δ( )2                                            - 5) 

                                        E(δ 2) =
Γ(L)Γ(1+1)

Γ(L +1) 3 F2(2,L,L;L +1;1;δ 2)(1−δ 2)L                        - 6) 

 
Similar considerations lead us to the following expression for the pdf of the corresponding 
interferometric phase, shown in 7 
 

        p(χ | φ,γ) =
Γ(L + 1

2)(1− γ 2)L β

2 πΓ(L)(1− β 2)
L +

1
2

+
(1− γ 2)L

2π
F(L,1;1

2
;β 2)  where  

−π < χ ≤ π
β = γ cos(χ − φ)

⎧ 
⎨ 
⎩ 

   -7) 

 
which can be used to formally estimate the variance of the phase estimate as shown in  8 

                                                      varφ = χ 2

−π

π

∫ p(χ | φ,γ)dχ                                            - 8) 

For a small number of looks, the hypergeometric functions can be replaced by simpler 
trigonometric functions [Lee 1994], but for L > 4, as generally required for POLInSAR 
applications, the full calculation is required. While these equations provide the most accurate 
method of assessing bias and complex coherence variance, often we assume zero bias (by using 
sufficient averaging) and estimate the variance by making use of simpler equations for speedier 
computation.  

 

L= 4 

L= 8 

L= 50 

Figure 1: ML Coherence Bias as a function of coherence and number of looks 

In particular, the Cramer-Rao bounds provide lower limits on the variance for coherence and phase 
and have been derived in [Seymour 1994] to provide the simpler formulae shown in equation 9 
 

varγ =
(1− γ 2)2

2L
≤ var(δ)    varφ =

1− γ 2

2Lγ 2 ≤ var(χ)                                       - 9) 
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In conclusion we note that for phase based processing, it is always better to operate at high 
coherence and avoid low coherences, the latter involving not only increased variance but also 
severe bias issues that can distort the phase information. It is a key limitation of polarimetry that 
scattering by vegetation leads to low coherences for all polarization channels (because of so called 
depolarization). This severely limits our ability to use polarimetric phase information over 
vegetated land surfaces. Interferometry on the other hand allows us to partially control coherence 
via baseline selection. POLInSAR exploits this advantage to obtain high coherence in multiple 
polarization channels. 

 The above considerations for coherence estimation are important in POLInSAR, the major 
distinguishing feature of which is that we add an extra stage in the construction of the two SLC 
channels s1 and s2. In general, for a QUADPOL data set, we take as input the three calibrated SLC 
images shh, shv and svv and generate projections of these onto user defined complex weight vectors 
w1 and w2 before calculating the coherence defined as shown in equation 10  
 

    

s1 = w1
1 (shh

1 + svv
1 )

2
+ w1

2 (shh
1 − svv

1 )
2

+ w1
3 2shv

1 = w1
T .k1

s2 = w2
1 (shh

2 + svv
2 )

2
+ w2

2 (shh
2 − svv

2 )
2

+ w2
3 2shv

2 = w2
T .k 2

⎫ 

⎬ 
⎪ ⎪ 

⎭ 
⎪ 
⎪                         - 10) 

⇒ ˜ γ w1,w2( )=
E(s1s2

*)
E(s1s1

*). E(s2s2
*)

 
The weight vectors w1 and w2 define user selected scattering mechanisms at ends 1 and 2 of the 
across-track baseline. In general w1 and w2 can be different and both parameterised as complex 
unitary vectors of the form shown in 11 [Cloude 1996, 1998] 
 

w = w1 w 2 w 3[ ] = cosα sinα cosβeiε sinα sinβeiμ[ ]T
                   -  11) 

 
Table I shows important examples of the weight vectors for coherence estimation in the commonly 
used linear, Pauli and circular bases. This table can be used together with equation 10 to generate 
interferograms in different polarisation channels. However, it is a feature of POLInSAR algorithm 
development that use is often made of more general w vectors than those shown, derived for 
example as eigenvectors for coherence optimisation  [Cloude 1997, Tabb 2001,2002, Colin 2003, 
Gomez Dans 2005] or through a prior model studies of scattering from vegetated terrain [Williams 
1999,2000]. For this reason we need to keep the more general notation of equation 11 so as to be 
able to consider arbitrary vectors in the formation of an interferogram. We now turn to consider 
such optimisation algorithms in more detail and to briefly assess their implications for coherence 
estimation and validation. 
 

Polarisation 
Selection 

α β ε μ � �� ��

HH 45o 0 o 0 0 o 0.707 0.707 0 
HV 90o 90 o 0 0 o 0 0 1 
VV 45o 180o 0 0 o 0.707 -0.707 0 
HH+VV 0 o 0 o 0 0 o 1 0 0 
HH-VV 90o 0 o 0 0 o 0 1 0 
LL 90o 45 o 0 90o 0 0.707 0.707i 
LR 0 o 0 o 0 0 o 1 0 0 
RR 90o 45 o 0 -90o 0 0.707 -0.707i 

Table I: Example scattering mechanisms used for POLInSAR 
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3 ALGORITHMS FOR OPTIMUM INTERFEROGRAM GENERATION 
 
Polarimetric Interferometry is a special case of multi-channel coherent radar processing [Reigber 
2000]. Such problems are characterised by multi-dimensional covariance matrices [Lee 1994, 1999, 
2003]. In polarimetric SAR (POLSAR) for example, interest centres on the 3 x 3 hermitian 
coherency matrix [T], unitarily equivalent to the covariance matrix [C] as employed in multivariate 
statistical analyses [Lee 1999]. This is the basic building block in polarimetric interferometry and so 
we designate this matrix as Λ 1 to indicate how it relates to fully polarimetric measurements but 
made at only 1 spatial position. In single baseline POLInSAR we then add a second measurement at 
a displaced position 2. This is now characterised by a 6 x 6 coherency matrix Λ 2 as shown in 
equation 12. We see that this 6 x 6 matrix can be naturally partitioned into 3 sub matrices each of 
size 3 x 3. This formulation then scales in a natural way for multi-baseline POLInSAR by 
expansion of the governing coherency matrix Λ N to a 3N x 3N complex system (4N x 4N for 
bistatic multi-baseline POLInSAR) as shown in 12  

.         

  

     Λ1 = [T] → Λ2 =
T1 Ω12

Ω12
* T2

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ → ΛN =

T1 Ω12 K Ω1N

Ω12
* T2 L Ω2N

M M O M

Ω1N
* Ω2N

* L TN

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
 

                       - 12) 

⎥

 
Returning now to the important case of Λ2, two of the sub-matrices, T1 and T2 are Hermitian and 
relate to the polarimetry from positions 1 and 2 while the third Ω12 is a complex 3 x 3 matrix that 
contains information about the variation of interferometric coherence and phase for all possible 
weight vectors w1 and w2 as shown in equation 13. 
 

  Λ2 =
T11 Ω12

Ω12
*T T22

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥     ⇒     ˜ γ (w1,w2) =

w1
*TΩ12 w2

w1
*TT11w1 . w2

*TT22 w2

            -  13) 

 
This relation leads to an important choice of approach to algorithm development in POLInSAR. In 
the first case if we know the vectors w1 and w2 in advance, then we can directly estimate the 
coherence using equation 10 with the same InSAR fluctuation statistics and bias outlined in 4 and 8. 
However, often we wish to determine ‘optimum’ weight vectors from the data itself and it follows 
from 13 that to do this we require estimates of the three 3 x 3 matrices T11, T22 and Ω12. This opens 
up a much wider discussion about the fluctuation statistics and bias arising from the fact that only 
estimates and not true matrix values can be used in 13. For example, to estimate the submatrices we 
must first estimate the full 6 x 6 coherency matrix Λ 2. This estimate, Z, is obtained as a 
straightforward extension of equation 2 and is shown in 14, where we have L independent S-matrix 
(and hence scattering vectors u) available [Lee 1999]. 
 

                                                               Z[ ]=
1
L

u j u j
*T

j=1

L

∑                                                   - 14) 

 
For Gaussian statistics, this estimate [Z] of Λ follows a complex Wishart distribution [Lee 1999], so 
that its pdf is given for the general q dimensional case by equation 15 
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pN ([Z] | Λ) =

LL det([Z])L−q exp(−L.Trace([Λ]−1 Z[ ]))
K(L,q)det([Λ])L      

K(L,q) = π 0.5q(q−1)Γ L( )..Γ L - q +1( )  
            - 15) 

 
For interferometry we have seen q =2 leads to the statistics shown in 4 and 8. For S matrix 
polarimetry q = 3, while for single baseline POLInSAR q = 6. One key point to note is that the 
minimum number of data samples (Lmin) required for adequate estimation of covariance matrices in 
multi-variate problems increases with the dimensionality q. Hence there are ever increasing 
demands on the number of looks required to obtain good estimates of derived products from multi-
dimensional coherency matrix analysis.  

One important application of this approach is the calculation of the optimum coherences in 
POLInSAR. The most general formulation of this was first presented in [Cloude 1997, 1998] and is 
summarised in equation 16. Here we first state the problem mathematically, which is to choose w1 
and w2 so as to maximise the coherence magnitude, defined from the complex coherence as a 
function of the three sub-matrices T11 T22 and Ω12 as shown. This can be mathematically solved by 
using a Lagrange multiplier technique as shown and leads to the calculation of the required w 
vectors as eigenvectors of a pair of matrices, themselves defined as products of the composite 
matrices. Hence in order to calculate these we require first estimation of the 6x6 matrix Λ2. 

                                        

               max
w1 w 2

w1
*TΩ12 w2

w1
*TT11w1.w2

*TT22 w2

L = w1
*TΩ12 w1 + λ1 w1

*TT11w1 −1( )+ λ2 w2
*TT22 w2 −1( )

⇒

∂L
∂w1

*T = Ω12 w2 + λ1T11w1 = 0

∂L
∂w2

*T = Ω12
*T w1 + λ2T22 w2 = 0

⎧ 

⎨ 
⎪ ⎪ 

⎩ 
⎪ 
⎪ 

⇒
T22

−1Ω12
*TT11

−1Ω12 w2 = λ1λ2
* w2

T11
−1Ω12T22

−1Ω12
*T w1 = λ1λ2

* w1

⎧ 
⎨ 
⎩ 

           - 16) 

 
To illustrate the increased sample requirements we show a simple example based on numerical 
estimation of the eigenvalues and eigenvectors in equation 16 for an underlying coherency matrix 
Λ2 of the form shown in 17 
 

                     Λ2[ ]=

1 0 0 0.9ei π
4 0 0

0 1 0 0 0.6ei π
3 0

0 0 1 0 0 0.4ei π
2

0.9e−i π
4 0 0 1 0 0

0 0.6e−i π
3 0 0 1 0

0 0 0.4e−i π
2 0 0 1

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
 

                 - 17) 

⎥

 
which we see has a trivial solution with eigenvectors w1 = w2 equal to the basis vectors (1,0,0), 
(0,1,0) and (0,0,1) respectively and the optimum triplet of coherences are 0.9 0.6 and 0.4. If we now 
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use this matrix to generate complex Gaussian noise with the same underlying coherency matrix and 
use 16 to estimate the eigenvalues for varying number of looks then we obtain the results shown in 
figure 2. Here we plot the coherence estimates as a function of increasing number of looks. We 
show two sets of curves. In black we show the estimates based on a prior knowledge of the w 
vectors, using the projection and coherence estimation of equation 10. We see good convergence 
with the absence of any significant bias (each value on the curve is obtained as the mean of 256 
realisations of the process so as to reduce the variance and hence expose any underlying bias 
issues).  In the second case we show estimates based on the assumption of no a prior knowledge of 
the vectors i.e. when the vectors themselves must also be estimated from the raw data. Here we see 
a much slower convergence onto the true values with significant bias for a low number of looks. We 
see that the first 2 coherences are consistently overestimated while the third is underestimated. Only 
after a large number of looks does the bias reduce. For example for 10% coherence accuracy we 
require in excess of 40 looks, even for high coherence values. However, with care and sufficient 
averaging it has been shown that such optimisation can lead to better phase estimation for digital 
elevation model (DEM) generation [Nico 2000 ] 

 
Figure 2 : Simulated Example of Optimum Coherence Estimation based on a prior knowledge of w 

vectors (black) and vectors derived from eigenvalue estimation (colour) 

 
In order to obtain an optimization approach that has less bias for a given number of samples, it is 
necessary to reduce the effective dimensionality of the problem. Several authors have proposed 
adopting the a prior assumption that w1 = w2.  i.e. that the optimum coherence vector remains 
unknown but we assume that it doesn’t change with baseline [Sagues 2000, 2001, Flynn 2002, 
Pascual 2002, Colin 2003, Gomez Dans 2005 ]. This idea is supported on physical grounds for short 
baselines in the absence of temporal decorrelation i.e. for single pass or low frequency sensors 
where the scattering does not change significantly over the effective angular width of the baseline. 
This approach calls for a new mathematical formulation of the optimization process. One approach 
is based on a straightforward extension of the Lagrange multiplier technique to constrain w1 = w2 
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[Gomez Dans 2005]. This leads by manipulation of 16 to a set of w vectors given as eigenvectors of 
the composite matrix shown in 19 
 

T11 + T22( )−1 Ω12 + Ω12
*T( )w = −λw                                                 - 19) 

 
One problem with 19 is that the eigenvalue is not the coherence, but its real part and so the 
optimization is phase sensitive. For this reason a second related approach based on maximization of 
the phase difference as a function of polarization vector w. has been developed. In this case the 
optimum vector is found by solving a phase parameterised eigenvalue problem of the form shown 
in 20. [Flyn 2002, Colin 2003 ] 
 

                                    [ΩH ]w = λ[T]w        
[ΩH ] = 1

2
Ω12e

iφ1 + Ω12
*Te−iφ1( )

[T] =
1
2

T11 + T22( )

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

                         -20) 

 
This has been shown to be equivalent to calculating the numerical radius of the complex matrix 

A = T
−

1
2Ω12T

−
1
2 . A proposed algorithm for finding this optimum state has been presented in [Colin 

2003, 2005]. One drawback in this approach is that φ1 is a free parameter and so either search or 
iterative methods must be used to secure the global optimum. This adds to the computational 
complexity for each pixel.  

A third related approach has been proposed based on a sub-space Monte Carlo searching 
algorithm [Sagues 2000,2001]. This limits the search for the optimum (again assuming w1 = w2) to 
the diagonal elements of Ω12 i.e. to copolarised or crosspolarised combinations across the whole 
Poincaré sphere. This again acts to effectively limit the dimensionality of the problem and 
demonstrates less bias than the full Lagrange multiplier method. Finally, phase centre super-
resolution techniques based on the ESPRIT algorithm have also been proposed to find the optimum 
w vectors. [Yamada 2001]. 

In all these cases a sub-optimum solution is obtained compared to the unconstrained 
Lagrange multiplier method but often with better numerical stability. Given the general increased 
processing overhead of employing optimization, it is of interest to investigate the potential benefits 
of employing an optimization approach over simple linear, Pauli and circular options (table I). To 
do this we look at a set of analytical solutions for the full optimizer. 

In the previous section we formulated an important optimisation problem in POLInSAR, 
namely to investigate the maximum variation of coherence with polarisation by solving an 
eigenvalue problem. In this section we look at some canonical problems of interest in the remote 
sensing of land surfaces and try and use the mathematical solutions obtained to conclude as to the 
potential of optimisation versus standard coherence estimation in POLInSAR. We consider three 
important problems, scattering from non-vegetated surfaces, random volume scattering and finally a 
2-layer surface+volume mixture which more closely matches the behaviour of natural vegetated 
land surfaces. 
 
4 POLINSAR FOR BARE SURFACE SCATTERING 
 
We start by considering the simplest case of non-vegetated terrain. Under the assumption of surface 
scattering only, the polarimetry can then be characterised as a reflection symmetric random media 
with a coherency matrix [T] of the form shown in equation 21 [Cloude 1996, 2004 ]. The 
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interferometry (following range spectral filtering [Gatelli 1994] and assuming no temporal or SNR 
decorrelation ) is characterised by a single parameter, the ground phase φ as shown in 21.  

     

⎡ 
⎢ 
⎢ 

⎤ 
⎥ 
⎥ 

−1

eiφ

t11 t12 0
t12

* t22 0
⎡ 
⎢ 
⎢ 

⎤ 
⎥ 
⎥ .

t11 t12 0
t12

* t22 0
⎡ 
⎢ 
⎢ 

⎤ 
⎥ 
⎥ 

−1

e− iφ

t11 t12 0
t12

* t22 0
⎡ 
⎢ 
⎢ 

⎤ 
⎥ 
⎥ =

1 0 0
0 1 0

⎡ 
⎢ 
⎢ 

⎤ 
⎥ 
⎥        

 - 21) 

face scattering POLInSAR plays only a secondary role. More interesting for 
pplication of natural land surfaces is to consider the presence of volume scattering due to 

 
K = T11

−1Ω12T11
−1Ω12

*T

=
t11 t12 0
t12

* t22 0
0 0 t33⎣ ⎢ ⎦ ⎥ 0 0 t33⎣ ⎢ ⎦ ⎥ 0 0 t33⎣ ⎢ ⎦ ⎥ 0 0 t33⎣ ⎢ ⎦ ⎥ 0 0 1⎣ ⎢ ⎦ ⎥ 

 
It follows from equation 16 that the optimum coherences are obtained as eigenvectors of the matrix 
[K] as shown. By multiplying terms we see that the matrix [K] is just the 3 x 3 identity matrix. This 
implies that all polarisations have the same interferometric coherence and POLInSAR plays no role 
in surface scattering problems. This is not quite true in practice for two important reasons: in 
practice there will be polarisation dependent SNR decorrelation. In fact, recently [Hajnsek 2005] it 
has been suggested that such SNR coherence variations with polarimetry be used for quantitative 
InSAR surface parameter estimation. This formulation assumes that the scattering from the surface 
occurs within a thin layer. If there is significant penetration into the surface then volume scattering 
effects can occur and this will lead to volume decorrelation effects (see below). These effects have 
been observed for land ice [Dall 2003] and snow studies [Papathanassiou 2005] where the surface is 
non-vegetated but covered by a low loss scattering layer. Nonetheless, equation 21 demonstrates 
how for bare sur
a
vegetation cover. 
 
5 POLINSAR FOR RANDOM VOLUME SCATTERING 
 
In case we consider scattering from a volume, interest centres on the special case of a random 
volume i.e. one with macroscopic azimuthal symmetry [Cloude 1996]. In this case the polarimetric 
coherency matrix [T] is diagonal. However more care is required over consideration of the 
interferometric phase in Ω . We now must include the effects of volume decorrelation due to the 
random verti

12
cal distribution of scatterers [Treuhaft 1996,2000, Cloude 2003]. In this case the 

terferometry must include a complex integral I2 normalised by a real integral I1 as shown in 
equation 22. 
 

               

in

K = T11
−1Ω12T11

−1Ω12
*T

=
1
I1

1
t11

0 0
0 1

t22
0

0 0 1
t33

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
I2

t11 0 0
0 t22 0
0 0 t33
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⎥ 
I2
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⎢ 

⎤ 
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⎥ 

2 1 0 0
0 1 0

⎡ 
⎢ 
⎢ 

⎤ 
⎥ 
⎥   

             - 22) 

=
I2

I1 0 0 1⎣ ⎢ ⎦ ⎥ 
 
Here we again see that [K] is proportional to the identity matrix but this time the eigenvalues (all 
equal) are given by a ratio of integrals over the vertical distribution. This ratio is just the volume 
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decorrelation displaying an increase in phase variance and a vegetation bias to the ground phase 
determined by two parameters, namely the height of the vegetation and its mean extinction 
coefficient σ as shown in equation 23. Here the vertical interferometric wavenumber kz [Bamler 
998] appears as a function of the baseline to wavelength ratio B/λ as well as the sensor height H 

and angle of incidence θ. 
 

                         

1

˜ γ (w) =
I2

I1

=
e

−
2σhv

cosθ o e
2σz'

cosθ o eikz z'dz'
0

hv

∫

e
−

2σhv

cosθ o e
2σz'

cosθ o dz'
0

hv

∫
=

2σ eiφ (zo )

cosθo(e2σ hv / cosθ o −1)
eikz z'e

2σ z'
cosθ o dz'

0

hv

∫

=
p
p1

e p1hv −1
e phv −1

where 

p =
2σ

cosθ
p1 = p + ikz

k ≈
4πBn=

4πΔθ
λ sinθz λH tanθ

⎧ 

⎨ 
⎪ 
⎪ 

⎪ 
= ˜ γ v

   - 23) 

 eigenvalues. However for the treatment of forestry applications at L band and above such 
orienta

enerate eigenvalue 
spectrum for the matrix [K]. It is only when we combine these two effects together that we start to 

 N   2-LAYER COMBINED SURFACE AND RANDOM VOLUME 

⎩ ⎪ 

 
where Δθ is the angular separation of the baseline end points from the surface pixel. Note that the 
vegetation is characterized by a height hv and mean extinction rate σ as shown, both parameters of 
interest in remote sensing. Again however we note that this coherence is independent of 
polarisation, [K] has 3 degenerate eigenvalues and POLInSAR plays no role in the analysis of 
random volume scattering. This statement has to be modified in the presence of oriented volumes 
[Treuhaft 1999, Cloude 2000] i.e. ones with a preferred orientation of scattering elements such as 
occur in some agricultural crops and even in forestry applications at low frequencies [Cloude 2000]. 
In such cases POLInSAR does indeed play a role for volume scattering, with [K] developing 3 
distinct

tion effects are small and the random volume assumption is justified [Papathanssiou 1999, 
2000]. 

In conclusion, both bare surfaces and random volumes lead to a deg

see the potential benefits of employing POLInSAR processing. 
 
POLI SAR :6
SCATTERING 

 
In the general case when combined surface and volume scattering occurs then POLInSAR 
coherence optimisation becomes useful as we now demonstrate. In this 2-layer case or random-
volume-over-ground (rvog) model approach [Treuhaft 2000, Cloude 2003], the observed coherence 
is given by a mixture formula as shown in 24. Here the ground phase φ and complex volume 
coherence ˜ γ v are combined with a new real parameter μ, the ratio of effective surface (i.e. all 
scattering contributions with a phase centre located at φ) to volume scattering. In effect when μ = 0 
we resort to the case of random volume scattering while when μ tends to infinity then we resort to 
the surface scattering case. Interest centres on the intermediate case because here we have an 
unknown but constant complex number contribution from the volume scattering combined with a 
polarisation dependent surface term. By isolating the polarisation dependent terms the resulting 
coherence th ight line in the complex coherence plane as shown in 24. 
 

en lies along a stra



 12

                                      ˜ γ w( ) = eiφ ˜ γ v + μ w( )
1+ μ w( )

 = eiφ [ ˜ γ v +
μ w( )

1+ μ w( )
(1− ˜ γ v )]                         - 24) 

 
This straight line model has been successfully tested on varied forest data sets [Isola 2001, 
Papathanassiou 2001, 2005] and seems to be a good fit for L and P band POLInSAR forestry 
applications. It is interesting to note how the coherence varies as we adjust the single parameter μ 
along this line. Figure 3 illustrates three important cases. In all three we first note how the 
coherence starts for small μ at some value depending on the volume scattering contribution (0.8 in 
the example). It then initially decreases with increasing surface contribution until reaching a turning 
point after which it increases with μ, always approaching unity as μ tends to infinity.  

In figure 3 we superimpose three important special cases of the eigenvalue spectrum of [K] 
for this scenario. In the top we show the case when μ is always small (i.e. when there is strong 
volume scattering with high extinction masking the surface contributions). Here we see that as we 
adjust polarisation (w) then μ will also change and the optimiser has an incentive to select the 
minimum μ channel to maximise coherence.At the other extreme, when μ is large and surface 
scattering dominates, we see that the optimiser has an incentive instead to maximise μ in order to 
maximise coherence. A more interesting case (and one that occurs often in practice for L band 
forestry applications) is the intermediate zone when the variation of μ (the μ spectrum) includes the 
turning point. In this case the coherence can be maximised by either increasing or decreasing μ 
depending on circumstances.  

We make two important conclusions from this, firstly that in the mixed surface + volume 
scattering case the coherence varies with polarisation and so optimisation plays a role in POLInSAR 
analysis. Secondly we see that we cannot simply associate the maximum coherence with for 
example the maximum value of μ. Both maxima and minima of μ can lead to the optimum 
coherence, depending on the circumstances. However it follows that if we can estimate the μ 
spectrum for any problem then we can compare the max/min with the values for the standard 
channel (linear, Pauli etc) to quantify the potential benefits of employing optimisation techniques.  

Determination of the extreme points of the μ spectrum is related to a classical problem in 
dar polarimetry, namely contrast optimisation [Novak 1990]. The solution to this is obtained as 

the eigenvalues of the product of the inverse volume times the surface polarimetric coherency 
matrices as shown in 25. 
 

      

ra
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1 0 0
0 κ 0
0 0 κ

⎡ 

⎣ 

⎢ 
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⎢ 
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⎤ 

⎦ 
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⎥ 
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⎥ 

⎣ 

     - 25) 

Under the assumption of a random volume and reflection symmetric surface scattering component, 
the eigenvalues of this matrix can be determined analytically as shown in equation 26. 
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γ1e
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eiφo (γ v + μ1)
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γ 2e
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γ 3e
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⎨ 
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⎩ 
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⎪ 

            - 26) 

 
Equally importantly, the eigenvectors of this matrix indicate the w vectors that should be employed 
in POLInSAR to secure these extreme coherence values. We note from 26 that the optimum 
contrast solutions are not generally the simple HH, HV and VV channels and this supports 
investigation of optimisation techniques based on full quadpol data acquisition for POLInSAR 
Processing. 
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μ3  μ2   μ1

 
 

μ3          μ  μ12      

Figure 3 : Variation of Coherence with small (top), large(centre) and intermediate (lower) μ values 
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7 ALGORITHMS FOR VEGETATION PARAMETER RETRIEVAL 
 
We have seen in equation 26 that the coherence of vegetated land surfaces depends on several 
important vegetation and surface parameters. The two most important of these are the mean 
vegetation height and the true ground topographic phase. These two are important products for 
scientific and commercial applications in their own right but also offer the possibility of estimating 
important secondary products such as vegetation biomass [Mette 2004]. Here we summarise the 
main algorithms used for generation of vegetation height and ground topography products from 
single baseline POLInSAR. 

In general, we obtain POLInSAR products by employing model based parameter estimation, 
whereby using a scattering model M with parameters p we make observations of a set o and then 
obtain estimates of the parameters by inverting the model so that formally we can write 
 

        p = M−1o                                                       - 27) 
 

where the inverse is often approximated by using a least squares approach so that the parameters are 
chosen so as to minimise the difference between the observations and the model predictions. In our 
case M is of the form given by the ‘rvog’ 2-layer coherence model so that we can formulate 27 as 
shown in equation 28 
 

                          

γ1e
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1+ μ1
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γ 2e
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˜ γ 2
˜ γ 3

⎛ 

⎝ 

⎜ 
⎜ ⎜ 

⎞ 

⎠ 

⎟ 
⎟ ⎟ 
        - 28) 

 
Note that we have 6 parameters and 6 observations (3 complex coherences). It is clear also that we 
should choose the three coherence values to be as different as possible so as to maximise stability of 
the inversion. This can be achieved either through physical knowledge of the problem (e.g. using 
HV for the volume channel and HH for a surface dominated channel) or via use of an appropriate 
optimizer as discussed in equation 26. Of particular importance as products are the first two 
elements of p, namely ground topography and mean vegetation height, although the m estimates 
have recently been proposed for foliage penetration [Cloude 2004] and surface parameter estimation 
[Cloude 2005]. We can obtain estimates of these (i.e. invert M) via various inversion strategies as 
we now show.  

To start we need to estimate the phase φο. There are two basic ways to do this. The first is to 
select a polarisation channel via choice of a weight vector ws where it is assumed μ is very large. At 
P-band for example HH is often employed [Cloude 2000]. At L band HH can again be used or HH-
VV if Quadpol data is available. In this case  φ̂  the estimate of φο is then simply obtained as 
 

  ˆ φ = arg(˜ γ w S
)                                                  - 29) 

 
The problem here is to find the best polarisation wS. Extensive analysis of L and P band data sets 
have shown that in general there is no single wS that yields an unbiased estimate of φο. For this 
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reason a second class of algorithms have been developed where we attempt residual bias removal 
using the ‘rvog’ model by employing a pair of complex coherence values as follows. 

As equation 28 represents a straight line in the complex plane it follows that one simple 
algorithm is to employ a straight line fit to a pair of coherence values at polarisations wS and wV, 
where the latter is volume dominated and the former surface dominated. The intersection of this line 
with the unit circle of the complex coherence plane yields 2 candidate points for the ground phase. 
To resolve the ambiguity between these two points, it must be assumed in advance that the wS 
combination has a phase centre closer to the ground than wV In this case we can solve for φo by 
using the first two equations (for γ1 and γ2) in 28 and setting μ1 = 0. This leads to a quadratic 
equation as shown in 30. In a more general approach, coherences for 3 or more polarisation 
combinations (w vectors) can be combined to yield an over-determined least squares estimate of the 
line fit. Either a simple standard least squares fit between the real and imaginary or a total least 
squares fit to the 2-D problem can be employed. This LS line is then used to find the 2 intersection 
points with the unit circle and again the ambiguity is resolved by allocating a rank ordering to the 
coherence values. Usually it is assumed that HV is higher in the canopy than HH and this can be 
used to resolve the ambiguity. Note however that for a small number of looks and low coherences 
such a strategy may be noisy (see figure 21). 
 

ˆ φ = arg(˜ γ wV
− ˜ γ w S

1− Lw S( ))   0 ≤ Lw S
≤1

ALw S

2 + BLw S
+ C = 0 ⇒ Lw S

=
−B − B2 − 4AC

2A

A = ˜ γ w S

2
−1    B = 2Re(( ˜ γ wV

− ˜ γ w S
).˜ γ w S

* )    C = ˜ γ wV
− ˜ γ w S

2

                  - 30) 

 
Having obtained an estimate of the ground phase φο. the second stage is then to estimate the height 
 
8 FOREST HEIGHT INVERSION ALGORITHM 
There are 3 main approaches used to estimate vegetation height from POLInSAR data: 
 
8.1 DEM DIFFERENCING 
 
In this approach we employ the same idea as used in the estimation of the ground phase to isolate a 
polarisation channel that scatters from the top of the canopy and hence generate a height estimate 
directly as shown in equation 31 
 

    hv =
arg(γwV

) − ˆ φ 
kz

,     kz =
4πΔθ
λsinθ

≈
4πBn

λRsinθ
                                   - 31) 

 
where wV is a user selected polarisation, assumed to be located at the top of the vegetation. Often 
this is taken to be HV, as this channel is dominated by volume scattering. Alternatively, phase 
optimisation based on the ESPRIT algorithm [Yamada 2001] or numerical radius estimation [Colin 
2005] can be used. Note however that HV phase centre can lie anywhere between half the tree 
height and the top of the canopy itself. The exact location depends on two properties of the 
vegetation, namely the mean wave extinction and vertical canopy structure variation. In case the 
trees have a high thin canopy then extinction is small but the phase centre is high due to the 
structure. On the other hand, when the canopy extends over the full tree height then the phase centre 
can be at half the true height for low density (small extinction) through to the top of the canopy for 
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dense vegetation (high extinction). This ambiguity is inherent to single baseline methods and to 
combat this we need to employ model based correction methods as we now consider. 
 
8.2 HEIGHT COMPENSATED FOR EXTINCTION 
 
In this approach we use the extinction variation to compensate both density and structure variations 
but obtain a reliable estimate of height [Cloude 2002, Papathanassiou 2001]. In this way we 
sacrifice accuracy of retrieval of extinction for robustness in the height parameter. To do this we use 
the algorithm shown in 32. Here we make use of the previously estimated ground phase and the full 
‘rvog’ model to match the model against observation of a coherence in a channel γ(w), which we 
expect to be volume dominated. However, in doing so we have no idea of the surface-to-volume 
scattering ratio in that channel. Consequently there are an infinity of possible candidate ‘volume-
only’ points along the line. These are parameterised by the parameter 0 ≤ λ ≤ 1 in equation 32. If λ 
= 0 then we assume that γ(w) is the volume only coherence itself (μ = 0). At the other extreme the 
volume-only point can lie on the unit circle at the far end of the coherence line with phase φ2 as 
shown in 32.  
 

min
hv ,σ

L1 λ,w( )= ˜ γ (w) + λ ei ˆ φ 2 − ˜ γ (w)( )− ei ˆ φ p
p1

e p1hv −1
e phv −1

    

where 

p =
2σ

cosθ
p1 = p + ikz

ˆ φ 2 = arg(˜ γ wV
− ˜ γ w S

1− LwV( ))

⎧ 

⎨ 
⎪ 
⎪ 

⎩ 
⎪ 
⎪ 

,kz =
4πΔθ
λ sinθ

≈
4πBn

λRsinθ

                  - 32) 

 
In order to resolve these multiple solutions the user must select a value of λ. The usual choice is to 
set λ = 0 by assuming that w = wV corresponds to a state with μ = 0 (HV for example), in which 
case inversion simplifies as shown in 33. 
 

min
hv ,σ

L1 λ = 0( )= ˜ γ wV
− ei ˆ φ p

p1

e p1hv −1
e phv −1

 where p =
2σ

cosθ
p1 = p + ikz

⎧ 
⎨ 
⎪ 

⎩ ⎪ 
                     - 33) 

 
In this expression kz and θ are known from the radar geometry and there are 2 unknowns, hv and σ. 
As stated above, the parameter σ absorbs variations in density and structure of the vegetation and 
hence tends to be noisy. Equation 33 can be applied to invert real data in one of 2 ways, either by 
iterative search methods (such as the simplex method), starting with an initial guess and then 
converging on the minimum norm solution, or by use of look up tables (LUT). In the latter case the 
range of extinction values used in the LUT should be extended to accommodate variations of 
structure as well as expected extinction rates for the radar centre frequency. Failure to do this can 
lead to LUT boundary effects causing apparent saturation of the estimate. A way to overcome this 
LUT limitation will be presented in equation 37. Note that since the coherence and phase are both 
required to obtain a solution, then this approach is sensitive to calibration errors, especially in 
coherence [Cloude 2002]. However this approach has demonstrated, for airborne and chamber 
based data, the best height retrieval accuracy of all POLInSAR algorithms to date [Mette 2004, 
Papathanassiou 2005, Sagues 2000]. 
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8.3 HEIGHT COMPENSATED FOR VERTICAL STRUCTURE 
 
As an alternative strategy we can fix the extinction at some mean value σ  appropriate for the radar 
frequency and then ascribe all variations in volume coherence to vertical structure. One way to do 
this is to use empirical extinction relationships published in the literature and derived from a mean 
of airborne measurements on different forest types [Bessette 2001]. This leads to a relation of the 
form shown in equation 34, where A is the 2-way total extinction (in dB), θ the angle of incidence, f 
the frequency in MHz and α and β regression coefficients. These are shown in table II for H and V 
polarisations. Note that these relationships are derived for low frequency operation (valid for L 
band and below). We see that in fact there is a slight differential extinction with VV having a higher 
extinction than HH. However the effect is small and in practice we can ignore this and take the 
mean extinction for input to the ‘rvog’ model. 
 

      Acosθ = α . f β                                                         - 34) 
 

Attenuation factors � � 
HH 0.18 0.53 
VV 0.3 0.47 

Table II :Mean  Extinction Regression Parameters 

Relations such as this, or more direct EM modelling of propagation extinction in random media 
[Williams 2000], can be used to estimate the mean extinction rate in dB/m for an estimated canopy 
thickness. The simplest way to then model variations in vertical structure is to allow for an offset 
canopy from the reference ground phase [Cloude 2001,2002]. In this way height estimation is 
augmented by a second parameter, canopy thickness d (0 ≤ d ≤ hv) in a modified ‘rvog’ model 
inversion as shown in 35. 

        min
hv ,d

L1 λ = 0( )= ˜ γ w v
− ei ˆ φ eikz (hv −d ) p

p1

ep1d −1
epd −1

 where p =
2σ

cosθ
p1 = p + ikz

⎧ 
⎨ 
⎪ 

⎩ ⎪ 
               - 35) 

 
This model has been applied to height retrieval for tree species with high thin canopies such as 
mature Scots Pine in the Glen Affric region of Scotland [Cloude 2001 ].  
 
8.4 HEIGHT FROM COHERENCE AMPLITUDE ONLY 
 
In the discussion around equation 30, we highlighted one potential problem with ground phase 
estimation in low coherence regions, namely that in come circumstances it can be difficult to 
resolve the ambiguity between the two intersection points on the unit circle. In these cases, two 
height solutions can be found for the same point. To avoid errors of this type we can isolate such 
points by checking solutions for both intersection points and flagging those that suggest ambiguous 
height solutions. However we then need to employ an alternative height estimation algorithm on 
these points. One possible technique is to ignore the phase of the coherence completely and to select 
a polarisation channel with expected low surface to volume scattering ratio (HV for example). The 
coherence amplitude in this channel is then compared with the random volume prediction to obtain 
a height estimate. One limitation of this method is that the estimate remains sensitive to density and 
vertical structure variations. Two main options are available, in the first the extinction is set to zero 
and we obtain the simple ‘sinc’ coherence model. In the second we can employ a mean extinction as 
in table II. In any case, the height estimate is then obtained as a solution of the following equation: 
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min
hv

L1 =  ˜ γ w v
−

p
p1

ep1hv −1
ephv −1

  where 
p =

2σ
cosθ

p1 = p + ikz,kz =
4πΔθ
λ sinθ

≈
4πBn

λRsinθ

⎧ 

⎨ 
⎪ 

⎩ 
⎪                - 36) 

As it ignores phase and is sensitive to extinction and structure variations, this method is the least 
robust of the algorithms, but as stated above its main role has been as a back up solution when other 
approaches fail.  
 
8.5 ROBUST INVERSION ACCOUNTING FOR EXTINCTION/VERTICAL STRUCTURE 
 
We can use the above observations to develop a hybrid approach based on fusion of the coherence 
amplitude and DEM differencing algorithm. This algorithm is much faster and easier to implement 
than the full ‘rvog’ inversion (equation 32) and yet is also robust to variations in extinction or 
vertical structure as we now demonstrate. Although based on an approximation, this algorithm 
nonetheless gives height estimates within 10% accuracy, matching the bounds achievable with 
current air and space borne sensors [Papathanassiou 2005]. 

The algorithm requires selection of two interferograms, one for a surface dominated channel 
ws and the second for a volume dominated channel wv. The forest height can then be estimated as 
shown in equation 37 
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arg( ˜ γ wv

) − ˆ φ 
kz

+ ε
2sinc−1( ˜ γ wv

)
kz

where
ˆ φ = arg( ˜ γ wV

− ˜ γ w S
1− Lw S( ))   0 ≤ Lw S

≤1

ALw S
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2
−1    B = 2Re(( ˜ γ wV

− ˜ γ w S
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* )    C = ˜ γ wV
− ˜ γ w S

2

               - 37) 

 
We see that the height is obtained as a sum of 2 components. The first is just the height from phase 
or DEM difference between the estimated ground topography point and estimated volume only 
complex coherence. Importantly, unlike the case in equation 31, this polarisation need not be at the 
top of the vegetation and to compensate this, the height estimate is augmented by  the second 
coherence amplitude term. This is obtained by matching the observed coherence amplitude to the 
simple zero extinction ‘sinc’ model. This stage requires comparison to a 1-D LUT, but unlike the 
extinction LUT in equation 33, its range is set by the first zero of the sinc function. In this way all 
observed coherences can be matched to an effective height and no LUT boundary effects occur. 
Choice of the factor ‘ε’ weighting the two components is very important and should be chosen to 
provide robustness to extinction variations. In the zero extinction case it is easy to show that it 
should be chosen as 0.5, in which case equation 37 gives the exact result for height, regardless of 
canopy offset structure. In the more general nonzero extinction case ε should be reduced. In the 
limit of infinite extinction ε tends to zero and the phase centre term tends to the true height. 
However, practical extinction levels at L band and below are less than 1dB/m (see equation 34). In 
this case we have found that choice of ε = 0.4 keeps the height error variations with extinction 
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below 10%. By adopting a constant ε value we then avoid problems of matching extinction to local 
variations and hence save considerable computation time. 
Given its balance between accuracy and ease of computation, we adopt equation 37 as our standard 
test algorithm for tree height estimation. We now demonstrate its effectiveness by application to 
POLInSAR test data. 
 
9 POLINSAR DATA PROCESSING 
 
In the previous section we covered in some detail the theoretical background to POLInSAR. based 
vegetation height and ground topography estimation, culminating in a robust and efficient algorithm 
in equation 37.  Here we illustrate and reinforce the ideas introduced by giving an example of a full 
data processing chain.  The data we use is from a 3-D coherent SAR simulator, details of which can 
be found in [Williams 1999, 2000, 2005,Cloude 2004,2005]. We choose an L band vegetated scene 
at 45 degrees angle of incidence containing 3 separate layers. The first is a rough dielectric ground, 
modelled as a tilted Bragg scattering surface. Above this is a short 0.5m vegetation layer modelling 
understorey. Both these layers cover the whole scene of 100m x 100m. Finally over the central part 
of the image (56m x 56m) we place a random canopy of branches, similar in structure to a hedge i.e. 
without major trunk elements. This canopy forms the main source of volume decorrelation in the 
scene and its regular height of 10m provides a convenient check of the height retrieval accuracy of 
the various algorithms introduced earlier. The test scenario has the geometry shown in figure 1. 
Here we see the flat underlying ground with the 10m hedge in the centre of the scene. This layer is 
comprised of a random Gaussian distribution of branches with mean length of 1.5m and standard 
deviation of 0.2m with a density or mean volume fraction of 0.2. The L band signal (λ = 0.23061m) 
illuminates the scene at θ = 45 degrees incidence from an altitude of 3km, similar to the geometry 
used by the airborne E-SAR system from DLR in Germany [Papathanassiou 1997]. A 10m 
horizontal offset baseline is used for the interferometry, again reflecting the typical flight geometry 
used in repeat pass L band POLInSAR by the ESAR system. The SAR simulator allows 
convolution of the scattered field with an instrument point spread function, chosen in this case with 
a resolution of 0.6905m in azimuth and 1.3811m in ground range. The image pixel size is then 
sampled at 0.5m x 0.5m in ground range and azimuth. These values are typical of those used for 
airborne sensors. 
 
With these preliminaries we now turn to the processing chain itself: 
 
9.1 STEP 1 : READING POLINSAR DATA FILES 
 
The first step in POLInSAR is to prepare the appropriate data files. As we need to employ phase 
information, use is made of single look complex (SLC) data files as opposed to multilook amplitude 
products. Note also that the well-known Stokes matrix compression scheme as used by JPL-
AIRSAR, although useful for polarimetry, is not suitable for POLInSAR studies. As a consequence 
POLInSAR requires three calibrated (for both radiometry and polarimetry) SLC data files for each 
spatial position (usually HH, HV and VV). In common with conventional interferometry, the 
second spatial position (slave track) defining the offset baseline needs to be co-registered with the 
first (master track). This processing step is common to all polarisation channels and will lead to a 
small residual loss of coherence due to misalignment errors of the tracks (usually around 1/10 of a 
pixel accuracy). Such errors (and those associated with signal to noise and quantisation) need in 
practice to be assimilated into the design of POLInSAR systems. A suggested framework for this 
has been presented in [Krieger 2005, Cloude 2005]. In practice, the largest error source in 
POLInSAR has been shown to be temporal decorrelation [Papathanassiou 2003]. In this tutorial 
however we assume perfect co-registration and ignore such effects. In the simulator perfect co-
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registration is possible due to the exact geometry employed and temporal effects can be avoided by 
maintaining exact scatterer locations between baseline end points.  
 
Hence for a full POLInSAR analysis we require six SLC data files, three from the master and three 
from the slave. Figure 5 shows a SAR image of the test scene for the 4 channels HH, HV,VH and 
VV provided by the simulator. Note that for calibrated data HV = VH as required by the reciprocity 
theorem for backscatter and so only one of the crosspolar channels need be used in the analysis. 
However providing separate HV and VH data channels can be useful in practice. In the modelling 
context it can be used to check the co-ordinate system used in the simulator. For forward scattering 
alignment (FSA) HV and VH will be equal in magnitude but 180 degrees out of phase whereas for 
the backscatter alignment (BSA) HV = VH in both amplitude and phase. For real SAR data, the 
HV/VH coherence can also be used as a check of signal to noise ratio in the crosspolar channel. If 
the HV/VH coherence is high then the SNR is high and vice versa. 
 
In figure 5 we can clearly see the increased backscatter from the hedge layer and note the shadow 
region at the rear of the hedge due to its 10m elevation. We note too a bright band at the front of the 
hedge in HH and VV. This is due to a second order ground volume interaction. The simulator 
accounts for three levels of scattering [Williams 1999, 2000], direct scattering from volume and 
surface, second order surface-volume interactions and third order surface-volume-surface 
interactions. While the third order interactions are generally small it is important to model correctly 
the first and second order interactions, which requires careful calculation of the effective reflection 
coefficient from the rough surface and also correct modeling of the polarimetric phase for the 
second order or dihedral component.  
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Figure 4 : POLInSAR Simulation Geometry  

 

9.2 STEP 2 : GENERATING AN INTERFEROGRAM 
 
The next step is to generate a complex interferogram  using equation 10. For illustration 
purposes we generate an interferogram for the HV polarization channel. The raw phase of the 
product is then shown in figure 6. Here we see two features of importance. Firstly we see a 
background phase variation across the whole scene, which is a function of range only and comprises 

s1s2
*

one complete fringe or 2π phase variation. The second feature we note is the phase noise associated 
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with the canopy layer. This phase noise is due to volume decorrelation and later we shall use this 
decorrelation to extract information about the height of the vegetation using POLInSAR. 
 
9.3 STEP 3 : FLAT EARTH REMOVAL 

 is possible to remove the background phase variations by employing the geometry of figure 4 to 
 
It
calculate the expected phase variation for a flat surface and then removing this phase by multiplying 
the interferogram by the complex conjugate of the so called ‘flat earth’ phase. From the geometry of 
figure 4, this phase variation can be calculated as 
 

eiφ fe = exp(i 4π
λ

r2 − r1( ))

r1 = h2 + y 2

r2 = h2 + (y + B)2

                                                 - 38) 

 
here y is the ground range co-ordinate, which we vary across the scene. When we form the w

modified interferogram  s1.s2
*e−iφ fe  we obtain the phase image shown in figure 7. Here we see that 

the phase of the flat surface is now constant at zero degrees. This becomes our ground phase 
reference across the whole scene. We can again see the phase noise due to the vegetation layer but 
note in addition that there is a bias or offset to the mean phase of around 1 radian in this region. 
This is called vegetation bias and reflects that fact that the mean phase centre in the vegetation lies 
above the ground (positive phase). Again, in POLInSAR we make use of the variations of this phase 
centre with polarisation to estimate the vegetation height. Before we can estimate height from phase 
however we need to calculate the scale factor or vertical wavenumber kz, which relates phase to 
height via the relation φ = kz.h 
 
9.4 STEP 4: VERTICAL WAVENUMBER ESTIMATION 

e can calculate the sensitivity of the interferometer to height variations from the geometry of the 

[1] 

 
W
baseline as follows. [Bamler 1998] 

Δθ = tan−1(tanθ +
B
h

) −θ

kz =
4πΔθ
λ sinθ

                                                - 39) 

 
e see that this is a function of angle of incidence, for a fixed baseline B, kz is higher in the near W

range where θ is small and decreases in the far range when θ increases. However for this small 
scene of only 100m range swath from 3km altitude the variation of angle of incidence is small and 
hence kz is approximately constant with a value of 0.1282 for a 10m baseline. Hence a vegetation 
bias of 1 radian corresponds to a height of 7.8m. With kz calculated we can then turn the phase 
image of figure 7 into an equivalent height map. Figure 8 shows a histogram of the height of the 
pixels in the canopy zone. Here we see a mean of 5m, half the canopy height, with a significant 
spread due to the phase noise caused by volume decorrelation.  
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Figure 5 : SAR Images for the 4 polarisation channels and two baseline positions1 and 2  of the 

simulated scene 
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Figure 6 : Raw Phase of the Interferogram for HH Polarisation 

 
Figure 7 : Interferometric Phase Following Flat Earth Removal 
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Figure 8 : Histogram of Phase Centre heights in Canopy Region 

We see from this example that the phase of the vegetation bias does not correspond simply to the 
height itself, but generally underestimates the true height by an amount that depends on extinction, 
structure and the contribution from surface scattering.  Further we don’t always know the ground 
reference phase (in this case zero due to knowledge of the exact geometry) and so in general to 
estimate height in a robust way we need to take the phase relative to some reference point. To do 
this and further improve the height estimate we first need to include coherence amplitude as well as 
phase in the inversion. 
 
9.5 STEP 5: COMPLEX COHERENCE ESTIMATION 
 
In order to estimate coherence we employ equation 2, which generates a complex ratio, the phase of 
which is just the mean phase over the selected pixels and the amplitude of which lies in the range 0 
to 1 and relates to the quality of the phase through its local variance. When the summation in the 
numerator is zero, we have complete decorrelation and a coherence of zero. In this case there is no 
significant phase information in the selected pixel. At the other extreme when the neighbouring 
pixels all have the same phase then the coherence is unity and we have a deterministic phase. We 
can visualise this coherence information in two ways. Firstly we can make an image of the 
coherence amplitude. This is traditionally viewed as a grey scale image with white = 1 and black = 
0 and gives a direct visual interpretation of areas of high and low coherence. However such an 
image misses completely the important contribution made by phase. To overcome this we employ a 
mapping of the complex coherence inside a unit circle in the complex plane, with radius equal to the 
coherence amplitude and phase the polar angle of the coherence point. This circle diagram is shown 
in figure 9. This has the advantage of displaying both phase and coherence amplitude on the same 
diagram but is limited to a pixel-by-pixel view rather than an image. Nonetheless it an important 
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tool in POLInSAR as it allows us to view the variation of both phase and coherence with 
polarisation and hence check the robustness of inversion algorithms based on the shape of the 
coherence region, that is the region formed inside the unit circle by changes over the complete set of 
polarisation combinations.  

 

Complex Coherence  

γ 

φ 

Figure 9: Polar Representation of Complex Coherence inside the unit circle 

 

9.6 STEP 6: COHERENCE BIAS AND CONVERGENCE 
 
To calculate coherence we need to specify a window size for the local averaging process around the 
pixel under consideration. Coherence is related to phase variance and hence is akin to estimation of 
second order statistics of a stochastic variable. The choice of window size is therefore crucial to the 
quality of the estimate of coherence obtained. For example, in the extreme case we might choose a 
window size of 1x1 and just take the pixel phase itself. In this case all estimated coherences will be 
unity, but we do not obtain a good estimate of the true value of coherence and have an extreme case 
of bias in the estimate. As the window size increases we will therefore still obtain a slight 
overestimation (see figure 1) until for some window size, which depends on the underlying 
coherence value itself, we obtain convergence to an unbiased estimate with variance limited by the 
Cramer Rao bounds in equation 9. To illustrate this process, figure 10 shows histograms of the 
estimated coherence in the canopy region for various window sizes. The window used is square of 
integer dimension N, where we have used N = 3,7,11, and 15.  

Note that the N = 3 window is too small. We see a residual bias in the peak of the histogram 
and a very wide distribution of coherence points. N = 7 shows some improvement but still a bias 
offset. N= 11 starts to show some convergence. This we can see because for N = 15 we see little 
change in the peak of the histogram which occurs around 0.7, although of course there is some 
narrowing of the width of the distribution for the larger window.  For this reason we select N = 11 
for further investigations. Figure 11 shows a coherence image of the whole scene for this window 
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size. Note that the coherence over the surface regions is unity while the coherence over the canopy 
area reduces due to volume decorrelation.  In the phase image we see a smoothed estimate of the 
vegetation bias already noted in figure 7.  

 
Figure 10 : Histograms of Coherence Estimate versus window size for HV interferogram 

Having now established estimates of both phase and coherence we use the data to illustrate the 
accuracy of three important POLInSAR inversion algorithms. In the first case we take a simple 
DEM difference between polarisations to try and estimate canopy height. In the second we employ 
just the coherence amplitude and finally we combine the phase and coherence amplitude together in 
the algorithm described in equation 37. 
 
9.7 STEP 7: ALGORITHM 1 : DEM DIFFERENCING  
 
In this approach we need to choose 2 polarisation channels, one with a phase centre close to the 
ground, obtained for polarisation ws, and the other with a phase centre close to the canopy top for 
polarisation wv. Differencing the interferograms and normalising by kz then provides a direct 
estimate of relative height.  There are many ways to choose these two polarisation but here we give 
a typical example of the logic involved. The cross-polarised or HV channel can often be expected to 
have a high phase centre, as the ratio of surface to volume scattering is generally small in this case. 
Hence the ‘upper’ interferogram can be formed from HV polarisation. To select a lower channel we 
use the fact that dihedral or double bounce scattering has a phase centre lying on the surface and so 
as long as the double bounce is stronger than the volume in the selected channel then the phase 
centre will lie close to the ground. The HH-VV channel is closely matched to such a dihedral 
component and hence we can choose the second interferogram in this polarisation combination.  
Figure 12 shows the resulting height estimate. 



 29

 

 
Figure 11: Coherence Image for HV Interferogram using an 11x11 window 

(amplitude (upper) and phase (lower)) 
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Figure 12 : Height Estimate from Difference of DEMs in HV ands HH-VV channels 

 
Figure 13 : Height Estimate from Coherence Amplitude 
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We note two important points: 
 

1. The height is severely underestimated using this algorithm. The phase centres are only 
separated by a few metres inside the canopy. Physically this is due to the presence of a 
strong volume scattering component in all polarisation channels and also because the HV 
phase centre lies not at the top but approximately half way up the volume (see figure 8).  

2. The second key point is that sometimes the height estimate is negative. This arises because 
the HV phase centre lies below the HH-VV and our assumption of the ‘upper’ and ‘lower’ 
phase centres is reversed. This will also have implications for the estimation of ground 
topography in the full ‘rvog’ inversion scheme (see figure 15). 

 
9.8 STEP 8: ALGORITHM 2 : COHERENCE AMPLITUDE INVERSION 
 
As an alternative to the DEM differencing approach we can use the coherence amplitude in a 
channel we believe to have only volume scattering present (μ = 0). Again we can adopt the HV 
channel as a good approximation to this. We then use the relation between height and coherence for 
a known extinction in the layer. If we assume zero extinction then we obtain the ‘sinc’ relation 
shown in figure 13. When we apply this relation to the HV coherence we obtain the height estimates 
shown in figure 14. 

 
Figure 14 : Height estimate from HV Coherence 

Here we see a much better estimate, closer to the true height of 10m. However several points are 
overestimated and also such an approach is sensitive to density (extinction) and structure (crown 
depth) variations in the vegetation. For this reason we turn finally to consider the combination of 
phase and coherence in equation 37 for robust height estimation. 
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9.9 STEP 9 : GROUND PHASE ESTIMATION USING DUAL POLARISATIONS 
 
The first stage in better using phase information is to try and locate the true ground position. This 
we can do using just two interferograms in two polarisations, similar to the DEM differencing 
approach. However this time we employ both the phase and coherence of the two interferograms to 
compensate the volume offset in the ground channel using equation 30.  If we choose HV as the 
‘volume’ dominated channel and HH-VV the ‘surface’ dominated channel we obtain the ground 
phase estimate shown in figure15 (again using an 11 x 11 window) 

 
Figure 15 : Ground Phase Estimate Based on HV and HH-VV Interferograms 

We note that the true ground phase in this example is zero and can see that most of the vegetation 
bias has in fact been removed. However, the phase estimate is noisy, due to inversions of the HV 
and HH-VV phase centres and also to density variations in the canopy. In general therefore ground 
phase estimation requires a more sophisticated approach than just the simple dual polarisation line 
fit. In a more sophisticated approach we can use multiple polarisation channels to fit the line 
parameters in an overdetermined system of equations. In our case however we adopt a simpler 
solution, namely to filter the phase jumps in figure 15 by using a median filter (note that a 
conventional smoothing or mean filter would be inappropriate for such phase filtering and the 
median approach provide a better way to suppress phase jumps of the type observed in figure 15). 
Figure 16 shows the result of applying a strong 21 x 21 median filter. Here we see some residual 
phase errors but note that the phase jumps in figure 15 have been removed. Having obtained a better 
estimate of the true ground position, we can now employ equation 37 to combine phase and 
coherence information in a way that is robust to structure and density fluctuations. 
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Figure 16: Median Filtered ground Phase Estimate 

 

9.10 STEP 10: ALGORITHM 3: PHASE AND COHERENCE INVERSION 
 
Using figure 16 as an estimate of the ground phase φο in equation 37, we can then estimate the two 
components required for height. Firstly we obtain the height of the HV phase centre, now from the 
estimated ground position, as shown in figure 17.  This again confirms a height around half way up 
the canopy at 5m. The difference between this result and figure 8 is that we are now compensating 
for arbitrary ground topography variations and hence are providing a more robust algorithm 
approach. As outlined in the discussion around equation 37, we must now compensate this 
underestimation of height by adding a fraction of the coherence based height estimate (ε = 0.4). 
When combined, we obtain the final height image shown in figure 18. Here we see a good estimate 
of the true 10m height of the canopy. This is confirmed by plotting histograms of the height 
estimates over the canopy region for the various algorithms  as shown in figure 19. Here we confirm 
that the DEM difference is the poorest method, the coherence amplitude and phase/coherence 
methods provide similar mean values but the latter has smaller dispersion and, as mentioned earlier, 
is more robust to vertical structural variations. In figure 20 we show sample azimuth transects 
through the scene. Here again we see the comparative performance of the various algorithms. Note 
that the difference between the coherence only and coherence/phase methods may in fact be used to 
estimate crown occupancy of the volume. In this case the two estimates are similar and so the 
estimated crown occupancy is 100%, which is correct in this simulation where the canopy 
components were distributed from ground to top.  
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Figure 17: Height Estimate from Ground Phase  

 
Figure 18: Height Estimate from Combined Phase and Coherence 
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Figure 19: Histograms of Height Estimation over Canopy Region for 3 POLInSAR Algorithms 

 
Figure 20: Azmuth Transects through the height profiles for R = 55m (true height = 10m) 
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9.11 STEP 11: POLARISATION SELECTION 
 
In the previous analysis we have employed just two polarisation channels, HV selected as a volume 
dominated channel and HH-VV as a surface dominated component. In practice there may be other 
options available. For example it is common to operate imaging radars in a dual polarisation mode 
where the transmitter emits a single polarisation but the receiver has 2 orthogonal channels so 
enabling a co and cross-polar measurement. The JAXA ALOS-PALSAR for example is able to 
transmit H and receive H and V so obtaining only 2 polarisation combinations HH and HV. It is 
interesting to see the change in height retrieval performance with this restricted combination. The 
test data set can be used to investigate this. HV is still used as the volume dominated channel but 
now we use only HH in place of HH-VV for the surface channel. Figures 21 to 23 show the results 
obtained.  
 

 
Figure 21 : Ground Phase Estimation using HH and HV channels 

 
Figure 22 : Height Estimation using Phase+Coherence for HH and HV channels 
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Figure 23 : Histograms of Canopy Height estimation using HH and HV channels 

We see some degradation of performance, related primarily to the smaller phase centre separation 
between the channels. This is particularly noticeable in the ground phase estimation, which is now 
much noisier. Nonetheless with the same median filtering the height histograms (figure 23) show 
acceptable performance for mean height estimation.  

This was for restricted polarisation switching. At the other extreme, we face the option for 
Quadpol systems of being able to locally adapt the polarisation vectors w to optimise the phase 
centre separation and hence improve the height estimation further. There are several algorithms 
being developed to do this and details can be found in the literature [Cloude 1997, Papathanassiou 
1999, 2001, Stebler 2002, Gomez Dans 2005] Here we simply illustrate the potential for such 
adaptive techniques by looking at coherence loci diagrams. 

 
9.12 STEP 12: GENERALISATION TO THE COHERENCE LOCI  
 
In order to investigate the potential for using polarisations other than those listed in table I, we need 
to calculate the boundary of the coherence region inside the unit circle for all polarisation vectors w. 
In general we can allow different w vectors at either end of the baseline (equation 16) but to 
simplify the analysis we follow the suggestion in equations 19 and 20 to use the same polarisation 
at either end of the baseline. The boundary of the region can then be found using equation 20 [Flynn 
2002, Tabb 2001, 2002, Colin 2003]. For each value of phase (equivalent to rotating the unit circle), 
we obtain the maximum and minimum eigenvalues of the matrix product shown below in equation 
40. Having found the eigenvectors corresponding to these eigenvalues we can then use these as w 
vectors to estimate coherence and plot their complex coherences inside the unit circles. By 
repeating this calculation for all φ values we obtain a shape, the boundary of the coherence region. 
We can then see where our ‘standard’ polarisations lie within this boundary to assess the potential 
for using adaptive techniques to improve the inversion. 
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We use the test data set to illustrate this scheme. Since the coherence regions are plotted inside the 
unit circle of figure 9 it is a pixel based analysis and so we must select a pixel for analysis. Figure 
24 shows a typical example for a pixel location in the canopy region. 
 

 
Figure 24 : Coherence region for Pixel in Canopy region (green = HV, red = HH) 

 
Here we show the region boundary in black, calculated using equation 40. In green we show the HV 
coherence and in blue the HH coherence as used in the height analysis. In blue we show a line 
between the HV coherence and median filtered topographic phase point. We see that this lies close 
to the true phase point at zero. We see that in this case optimisation may indeed help the retrieval 
accuracy. It would be better to use w vectors that correspond to the ends of the major axis of the 
elliptical coherence region. This would maximise the separation of the phase centres and provide a 
better ground phase estimate. However as the region shape changes from pixel to pixel, this requires 
an adaptive process that adds considerably to the processing overhead.  
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10 CONCLUSIONS 
 
In this tutorial we have introduced ina systematic way most of the major concepts required for an 
understanding of the application of POLInSAR to vegetation parameter estimation. We began by 
considering the role of coherence in interferometry and polarimetry before exploring in some detail 
models explaining the variation of coherence with polarisation for surface, volume and the 
important case of mixed surface and volume scattering. It is in this last case that POLInSAR plays 
an important role.  

We then summarised the main approaches to estimation of vegetation height and ground 
topography using POLInSAR and developed a fast robust algorithm, based on the random volume 
over ground or ‘rvog’ 2-layer coherence model (equation 37). To illustrate these concepts and 
demonstrate a typical 12 step processing chain we then employed simulated L-band  POLInSAR 
data for a mixed surface and volume scattering scene. We used this to look at issues of coherence 
and phase estimation before employing the data for a test of various height and ground phase 
inversion techniques. We concentrated mainly on using dual polarised data but completed the 
tutorial by looking at the idea of a coherence region and how the polarisation diversity offered by 
Quadpol systems can be used to further improve performance via the use of adaptive processing 
techniques.  
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